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Aim

1. Use large data set for the better training of existing 
ANN-based emulator.

2. Develop a BNN-based emulator to predict the power 
spectrum along with prediction  uncertainty .
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How ANN & BNN are Different?

Credit: Medium article by Yeung Wong 

Artificial Neural Network (ANN) Bayesian Neural Network (BNN)

https://towardsdatascience.com/why-you-should-use-bayesian-neural-network-aaf76732c150


ANN-emulator Architecture
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Layers Neurons Activation 
Function

Input Layer 3 -

Hidden Layer 1 1024 ELU

Hidden Layer 2 512 ELU

Hidden Layer 3 256 ELU

Hidden Layer 4 128 ELU

Hidden Layer 5 64 ELU

Hidden Layer 6 32 ELU

Output Layer 7 -

Used an artificial neural network with following tuning parameters

Loss function = Mean squared error (MSE)
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BNN-emulator Architecture

Used a Bayesian neural network with following tuning parameters

Layers Neurons Activation 
Function

Input Layer 3 -

Hidden Layer 
1

50 ELU

Hidden Layer 
2

100 ELU

Hidden Layer 
3

50 ELU

Output Layer 7 -

● Prior distribution of weights & biases                    
⇒ Gaussian 

● Likelihood function ⇒ Multivariate 
Gaussian
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Comparison of ANN & BNN-emulator prediction with different training data sets sizes

ANN predictions are biased for smaller training dataset
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Constraints on Parameters using emulators trained with whole dataset (7150 datapoint)

MCMC samples = 250k MCMC samples = 110k 



10

Emulators trained with only 500 data points
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Inference by BNN, trained with only 200 data points



Summary of work
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● Developed a BNN-based emulator to get the prediction uncertainty along with predictions.

● Tested the robustness of the ANN and BNN emulators with different sizes of training datasets and found that 
BNNs remain robust even with small datasets, while ANN predictions are biased with smaller data sets.

● Used these emulators as a model to constrained the EoR model parameters via Bayesian inference using MCMC.

● Found that BNN-based emulators, trained with small dataset size are remain robust while making inference using 
MCMC framework. However ANN-based model are not able to infer parameters when trained with small dataset 
size.

● BNN-based emulators can be used in the scenarios where datasets are small.
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● BNN-based emulators can be used for higher order statistics i.e. bispectrum.

● BNN-based emulator can be trained  for multiple redshifts.

● We will use this emulator in SKA Science Data Challenge (SKA SDC-3).

Further scopes


